
// © crossnative

Scheduling (20)

Processes with status

Scheduler

Executoren

Parallel execution
new jobs can be started?
(dependencies fulfilled)

scheduled

running

ok

generated
processes

planned

Start control Dependencies

generated
dependencies



// © crossnative

Scheduling (20)

The DVG automatically generates a list of all necessary loading processes and derives the process 
dependencies from the data lineage.

This information is transferred to metadata tables during deployment.

When the DWH team plans a load, all necessary load processes for the respective load time are 
transferred to another metadata table with the status "planned" and the database-internal scheduler and 
executor tasks are activated. The number of executors and therefore the degree of parallel loading can 
be configured.

The scheduler regularly checks whether there are any processes that no longer have any open 
predecessor processes and transfers these to the "scheduled" status.

Free executors execute the processes with the "scheduled" status. The "running" status is set first. 
Successfully executed processes receive the status "ok". (If they fail, "error" is set)

The scheduler can now set further processes to "scheduled". The cycle continues until all processes 
have the status "ok". Finally, the entire load time is set to the status "ok" and the database-internal 
scheduler and executor tasks are deactivated.

note: 

• Several loading times can be loaded simultaneously in the DWH. Dependencies between the different loading times are taken into account.

• If the final completion of a loading time in the DWH is delayed (e.g. because a delivery system delivers extremely late), the loading of the next loading time can still be 
started.
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Example of monitoring the process status during loading

Three loading times are loaded in parallel

the individual loading processes have different status values


